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1. Department vision & mission:
Vision
To create a high quality academic and research environment, empower graduates to attain highest levels of excellence as IT professionals and produce innovative products and leaders to meet societal needs & global challenges.

Mission
· To provide quality education with basic competence in applied mathematics and computing.

· To offer state of art IT education, imparting skills for building cutting edge & innovative IT applications.

· To promote and support student involvement in collaborative IT research and development for a quality product.

2. Program Educational outcome (PEO):

PEO 1: To provide strong fundamentals in engineering principles to analyze, design and develop optimal solution using modern tools.

PEO 2: To create an Atmosphere for building the ability to lead or work in inter-disciplinary domains collaboratively and complete research & product oriented applications.

PEO 3: Exhibit professionalism, multidisciplinary teamwork and adapt to current trends by engaging in lifelong learning and practice their profession with legal and ethical responsibilities.
2.1 Program Outcome (PO):

· PO1.  An ability to apply knowledge of computing, mathematics, science and engineering fundamentals appropriate to the discipline.

· PO2.  An  ability  to  analyze  a  problem,  and  identify  and  formulate  the  computing  requirements appropriate to its solution.

· PO3.  An  ability  to  design,  implement,  and  evaluate  a  computer-based  system, process,  component,  or  program  to  meet  desired  needs  with  appropriate consideration  for  public  health  and  safety,  cultural,  societal  and environmental considerations.

· PO4.  An  ability  to  design  and  conduct  experiments,  as  well  as  to  analyze  and interpret data.

· PO5.  An  ability  to  use  current  techniques,  skills,  and  modern  tools  necessary for computing practice.

· PO6.  An ability to analyze the local and global impact of computing on individuals, organizations, and society.

· PO7.  Knowledge of contemporary issues.

· PO8.  An understanding of professional, ethical, legal, security and social issues and responsibilities.

· PO9.  An ability to function effectively individually and on teams, including diverse and multidisciplinary, to accomplish a common goal.

· PO10.  An ability to communicate effectively with a range of audiences.

· PO11.  An understanding of engineering and management principles and apply these to one’s own work, as a member and leader in a team, to manage projects.

· PO12. Recognition  of  the  need  for  and  an  ability  to  engage  in  continuing professional development.

Program Specific Outcomes (PSO’s)

· Professional Skills and Foundations of Software development: Ability to analyze, design and develop applications by adopting the dynamic nature of Software developments.
· Applications of Computing and Research Ability: Ability to use knowledge in cutting edge technologies in identifying research gaps and to render solutions with innovative ideas.
3. Course Outcomes
	S. No
	Course Out Come

	CO1
	Understand the concepts of computational Intelligence like Machine Learning

	CO2
	Ability to get the skill to apply Machine Learning techniques to address the real time problems in different areas

	CO3
	Understand Neural Networks and its usage in Machine Learning application


4.  Syllabus Copy

UNIT – I
Introduction - Well-posed learning problems, designing a learning system, Perspectives and issues in machine learning

Concept learning and the general to specific ordering – introduction, a concept learning task, concept learning as search, find-S: finding a maximally specific hypothesis, version spaces and the candidate elimination algorithm, remarks on version spaces and candidate elimination, inductive bias.

DecisionTreeLearning–Introduction,decisiontreerepresentation,appropriateproblemsfordecision tree learning, the basic decision tree learning algorithm, hypothesis space search in decision tree learning, inductive bias in decision tree learning, issues in decision tree learning.

UNIT – II
Artificial Neural Networks-1– Introduction, neural network representation, appropriate problems for neural network learning, perceptions, multilayer networks and the back-propagation algorithm.

Artificial Neural Networks-2- Remarks on the Back-Propagation algorithm, An illustrative example: face recognition, advanced topics in artificial neural networks.

Evaluation Hypotheses – Motivation, estimation hypothesis accuracy, basics of sampling theory, a general approach for deriving confidence intervals, difference in error of two hypotheses, comparing learning algorithms.

UNIT – III
Bayesian learning – Introduction, Bayes theorem, Bayes theorem and concept learning, Maximum Likelihood and least squared error hypotheses, maximum likelihood hypotheses for predicting probabilities, minimum description length principle, Bayes optimal classifier, Gibs algorithm, Naïve Bayes classifier, an example: learning to classify text, Bayesian belief networks, the EM algorithm.

Computationallearningtheory–Introduction,probablylearninganapproximatelycorrecthypothesis, sample complexity for finite hypothesis space, sample complexity for infinite hypothesis spaces, the mistake bound model oflearning.

Instance-Based Learning- Introduction, k-nearest neighbor algorithm, locally weighted                 regression, radial basis functions, case-based reasoning, remarks on lazy and eager learning
UNIT – IV
Genetic Algorithms – Motivation, Genetic algorithms, an illustrative example, hypothesis space search, genetic programming, models of evolution and learning, parallelizing genetic algorithms.

Learning Sets of Rules – Introduction, sequential covering algorithms, learning rule sets: summary, learning First-Order rules, learning sets of First-Order rules: FOIL, Induction as inverted deduction, inverting resolution.

ReinforcementLearning–Introduction,thelearningtask,Q–learning,non-deterministic,rewardsand actions, temporal difference learning, generalizing from examples, relationship to dynamic programming.

UNIT – V

Analytical Learning-1- Introduction, learning with perfect domain theories: PROLOG-EBG, remarks on explanation-based learning, explanation-based learning of search control knowledge.

Analytical Learning-2-Using prior knowledge to alter the search objective, using prior knowledge to augment search operators.

Combining Inductive and Analytical Learning – Motivation, inductive-analytical approaches to   learning, 

        using prior knowledge to initialize the hypothesis                 .
TEXT BOOKS:

1. Machine Learning – Tom M. Mitchell, - MGH

REFERENCES:

1. Machine Learning: An Algorithmic Perspective, Stephen Marshland, Taylor & Francis

5.Session plan/Lesson Plan

	S. NO
	       Topics

( JNTUH Syllabus)
	Sub-Topic
	No. Of Lectures Required
	Suggested 
Books
	Remarks

	UNIT-I

	   1


	Introduction 
	Well-posed learning problems


	L1


	T1


	

	
	
	 designing a learning system
	L 2
	T1
	

	
	
	Perspectives and issues in machine learning


	L 3
	T1, 
	

	
	
	Concept learning and the general to specific ordering

concept learning task
	       L 4,L5

	T1


	

	2
	Concept learning
	
	
	
	

	
	
	find-S: finding a maximally specific hypothesis

candidate elimination algorithm

inductive bias 
	L 6,L7
	T1, R1

T1,R1
	

	
	
	
	
	
	

	3

4
	DecisionTreeLearning

	decisiontreerepresentation

basic decision tree learning algorithm
	L 8,L9

	T1, 


	

	
	
	
	
	
	

	
	Applications
	hypothesis space search in decision tree learning


	L10
	T1
	

	
	
	
	
	
	

	
	
	inductive bias in decision tree learning, Applications of Decision Tree learning


	L11
	T1
	

	UNIT 2

	5
	Artificial Neural Networks-1
	Introduction, neural network representation
	L12

	T1,R1
	

	
	
	appropriate problems for neural network learning
	L13
	T1,R1
	

	
	
	perceptions, multilayer networks and the back-propagation algorithm.


	L15,L 16
	T1,R1
	

	6
	Artificial Neural Networks-2
	Remarks on the Back-Propagation algorithm
	L18
	T1,R1
	

	
	
	An illustrative example: face recognition
	L19
	T1,R1
	

	
	
	advanced topics in artificial neural networks
	L20
	T1,R1
	

	7
	Evaluation Hypotheses
	Motivation, estimation hypothesis accuracy
	
	
	

	
	
	
	L21
	T1,R1
	

	
	
	basics of sampling theory,

a general approach for deriving confidence intervals
	L22

	T1,R1


	

	
	
	
	
	
	

	
	
	difference in error of two hypotheses

comparing learning algorithms
	L23,L 24
	T1,R1


	

	Unit 3

	8
9
	Bayesian learning

Computationallearningtheory
Instance-Based Learning

- 
	Introduction, Bayes theorem

Bayes theorem and concept learning
	L25

	T1,R1


	

	
	
	Maximum Likelihood and least squared error hypotheses, 
	L26
	T1,R1
	

	
	
	maximum likelihood hypotheses for predicting probabilities,

minimum description length principle,
	L27
	T1,R1

	

	
	
	Bayes optimal classifier,

Gibs algorithm, Naïve Bayes classifier
	L28
	T1,R1

	

	
	
	learning to classify text, Bayesian belief networks, the EM algorithm
	L29
	T1,R1
	

	10
	
	Introduction,probablylearninganapproximatelycorrecthypothesis,
	L30
	T1,R1
	

	
	
	sample complexity for finite &infinite hypothesis space, the mistake bound model oflearning.
	L31,L32
	T1,R1
	

	
	
	Introduction, k-nearest neighbor algorithm neighbor algorithm
	L33,L 34
	T1,R1
	

	
	
	locally weighted    regression          

radial basis functions
	L35
	T1,R1

	

	
	
	case-based reasoning, remarks on lazy and eager learning
	L36
	T1,R1
	

	Unit 4

	11

	Genetic Algorithms 
	Motivation, Genetic algorithms, an illustrative example
	L37
	T1,R1
	

	
	
	hypothesis space search
	L38
	T1,R1
	

	
	
	genetic programming,
	L39
	T1,R1
	

	
	
	models of evolution and learning
	L40
	T1,R1
	

	
	
	parallelizing genetic algorithms
	L32
	T1,R1
	

	12
13
	Learning Sets of Rules 

Reinforcement Learning
	 Introduction, sequential covering algorithms
	L33,L34
	T1,R1
	

	
	
	learning rule sets: summary
	L35,L36
	T1,R1
	

	
	
	learning First-Order rules, learning sets , FOIL, Induction as inverted deduction, inverting resolution.
	L37,L38
	T1,R1
	

	
	
	Introduction,thelearningtask,Q–learning
	L39,L40,L41
	T1,R1
	

	
	
	non-deterministic,rewardsand actions
	L44,L42
	T1,R1
	

	
	
	temporal difference learning,
	L45
	T1,R1
	

	
	
	generalizing from examples, relationship to dynamic programming
	L46
	T1


	

	UNIT 5

	14
	Analytical Learning-1-, 


	Introduction, learning with perfect domain theories:
	L 47
	T1,R1
	

	
	
	PROLOG-EBG
	L 48
	T1,R1
	

	
	
	remarks on explanation-based learning,
	L 49
	T1,R1
	

	
	
	explanation-based learning of search control knowledge
	L 50
	T1,R1
	

	
	
	search control knowledge

Using prior knowledge to alter the search objective
	L 51
	T1,R1
	

	
	
	
	
	
	

	15
	Analytical Learning-2
	Using prior knowledge to alter the search objective
	L 52
	T1,R1
	

	
	
	using prior knowledge to augment search operators
	L 53
	T1,R1
	

	16
	Combining Inductive and Analytical Learning
	Motivation, inductive-analytical approaches to learning
	L 54
	T1,R1
	

	
	
	using prior knowledge to initialize the hypothesis
	L 55
	T1,R1
	


METHODS OF TEACHING

	M1 : Lecture Method
	M6 : Tutorial

	M2 : Demo   Method
	M7 : Assignment

	M3 : Guest Lecture
	M8 : Industry Visit

	M4 : Presentation /PPT
	M9 : Project Based

	M5 : Lab/Practical
	M10 : Charts / OHP


6. SESSION EXECUTION LOG
	Unit. NO
	TOPIC
	SCHEDULED DATE
	COMPLETED DATE
	REMARKS

	I
	Concept learning, DecisionTreeLearning
applications
	1/10/20
	1/10/20
	

	II
	Artificial Neural Networks-1, Artificial Neural Networks-2,Evaluation Hypothesis
	03/11/20
	03/11/20
	

	III
	Bayesianlearning, Computationallearningtheory, Instance-Based learning

	26/12/20
	26/12/20
	

	IV
	Genetic Algorithms, Reinforcement Learning, Learning Sets of Rules 


	29/01/21
	29/01/21
	

	V
	Analytical Learning-1-, 

Analytical Learning-2-, Combining Inductive and Analytical Learning

	19/02/21
	19/02/21
	


7. Hand written notes to be attached
8. Assignment Questions along with sample Assignments Scripts
Machine Learning 

Mid -I Assignment Questions
1)Define Machine Learning? Explain about well posed learning problems? (co2)
2)Explain about concept learning Task with examples? (co1)

3)Explain about Basic Decision tree learning algorithm? (co1)

4)Explain about perceptron? (co3)

5)Explain about problems in Neural Network Learning? (co3)
Machine Learning 

Mid - II ASSIGNMENT QUESTIONS
1. Explain about K Nearest Neighbour algorithm?(CO3)
2. Explain about Genetic algorithm?(CO2)

3. Explain about Q learning? (CO2)
4. Explain about Analytical learning? (CO3)
5. Explain about learning set of Rules? (CO2)

9.  Mid exam Question Papers along with sample Answers Scripts

Machine Learning 
Mid -I Examination Question paper
1)a) Define Machine Learning and explain about Machine

learning applications? (co 2)

b) Explain about well posed learning problems? (co 2)

2)a) Explain about concept learning Task with examples? (co 1 )

b) Explain about Find S (finding a maximally specific

hypothesis)? (co 1 )

3)a) Explain about Neural Network representation? (co 3)

b) Explain about Face Recognition? (co 2)

4)a) Explain about decision tree representation? (co 2)

b) Explain about perceptron and draw the diagram of Perceptron? (co2)
Machine Learning 
Mid - II Examination Question paper
1) Explain Basian belief networks? (co3)

 2.a) Demonstrate K-nearest neighbor algorithm for classification? (CO3)

 b) Discuss the significance of locally weighted regression? (CO2) 

3) Explain about Reinforcement learning? (co2)
 4.a) Explain Genetic algorithm? (CO2)
 b) Consider the two strings as initial population for genetic algorithm and generate all possible off springs using various operators? (CO2) string1: 11101001000 string2: 00001010101
10. Scheme of Evaluation

MID-I
	Sl. No.
	THEORY
	MARKS
	TOTAL

	1
	a
	Define Machine Learning and explain about Machine

learning applications?
	2.5
	5

	
	b
	 Explain about well posed learning problems?
	2.5
	

	2
	a
	Explain about concept learning Task with examples?
	2.5
	5

	
	b
	Explain about Find S (finding a maximally specific

hypothesis
	2.5
	

	3


	a
	Explain about Neural Network representation
	2.5
	5

	
	b
	Explain about Face Recognition
	2.5
	

	4


	a
	Explain about decision tree representation
	2.5
	5

	
	b
	
	2.5
	

	TOTAL MARKS 
	10 MARKS


11. Mapping of   COs with POs and PSO’s

	Course Outcomes
	Relationship of Course Outcomes (CO) to Program Outcomes (PO)



	CO/PO
	PO1
	PO2
	PO3
	PO4
	PO5
	PO6
	PO7
	PO8
	PO9
	PO10
	PO11
	PO12

	CO1
	-
	· 
	-
	-
	2
	-
	-
	-
	-
	-
	-
	-

	CO2
	-
	-
	2
	-
	-
	-
	-
	-
	-
	-
	-
	-

	CO3
	1
	2
	3
	-
	-
	-
	-
	-
	
	
	-
	-


12. Attainment of CO’s, PO’s and PSO’s (Excel Sheet)

13. University Question Papers/ Question Bank

Unit -1

1.what is Well-posed learning problems?

2.Explain designing a learning system?

3.write Perspectives, and issues in machine learning?

4.Define Concept learning and the explain general to specific ordering?

5.Explain version spaces and the candidate elimination algorithm?

6.what is inductive bias?

7.How is the decisiontreerepresentation?

8.what are the problems indecision tree learning?

9.find entropy if we had a total of 100 data points in our data set with 30 belong to positive class and 70 belong to 

negative class?

Unit –II

1.Explain Neural network representation?

2.what are the problems for neural network learning, perceptions?

3.Explain multilayer networks?

4.state and prove Back-propagation algorithm?

6.Explain about face Recognition?

7.what are advanced topics in artificial neural networks?

8.Explain about estimation hypothesis accuracy?

9.what are basics of sampling theory?

10.How is the general approach for deriving confidence intervals?

11Explain comparing learning algorithms?

Unit –III

1.Explain Bayes theorem?

2.what is concept learning?

3.Discuss Maximum Likelihood and least squared error hypotheses?

4.what is Bayes optimal classifier?

5.Explain Gibs algorithm?

6.what is EM algorithm?

7.what is sample complexity for infinite hypothesis spaces?

8.Explain about k-nearest neighbor algorithm?

9.what is locally weighted regression?

10.Explain radial basis functions?

11.what is lazy and eager learning?

Unit –IV

1.Explain Genetic algorithms with an example?

2.what is genetic programming, models of evolution and learning?

3.what is sequential covering algorithms?

4.Explain learning sets of First-Order rules?

5.what is Q–learning?

6.Define rewardsand actions?

7.what is temporal difference learning?

8.Explain about Reinforcement learning

9.Consider the two strings as initial population for genetic algorithm and generate all possible off springs using various operators? (CO2) string1: 11101001000 string2: 00001010101
Unit –V
1.what is PROLOG-EBG?

2.what is explanation-based learning of search control knowledge?

3.what is Analytical learning?

4.Explain augment search operators?
5.Explain about Inductive and Analytical learning?

6.what are the differences of inductive and analytical learning?

14. Power Point Presentations (PPTs)

15. Websites/URLs/ e- Resources.
1.https://www.youtube.com/watch?v=_M-nDb0MIa4&list=PLyqSpQzTE6M-SISTunGRBRiZk7opYBf_K
2.https://www.youtube.com/watch?v=BRMS3T11Cdw&list=PL3pGy4HtqwD2a57wl7Cl7tmfxfk7JWJ9Y
3.https://www.youtube.com/watch?v=T3PsRW6wZSY&list=PLJ5C_6qdAvBGaabKHmVbtryZW9KpICiHC
4.https://www.youtube.com/watch?v=fC7V8QsPBec
5.https://www.youtube.com/watch?v=IpGxLWOIZy4
6.https://www.youtube.com/watch?v=njKP3FqW3Sk
7.https://en.wikipedia.org/wiki/Machine_learning
8.https://www.sas.com/en_us/insights/analytics/machine-learning.html
9.https://www.youtube.com/watch?v=GwIo3gDZCVQ
10.https://searchenterpriseai.techtarget.com/definition/machine-learning-ML









