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PART-A

- 10) what xe H\E P\&\Jonko\aes and diSOd\)&ﬂk&gcs of uSt
K kew g

g o Small

- Advankoges | Caphoves local pattems, low bias , Flexible decision
; beondayy.
- Disadvantages . Sengitive ko noise ard autlicrs, igh Vavance,
Moy overfit -

;b) Lohat 1s the Cconcept oF qanking in tachine \eatrring, 3
Ranking 18 the task of ovdeing ks toosed 00 selevance O
preference, often used in Search engines , Fecommendakion Syskems,

|

! and informakion ekvieval.
—

|

S ———

) lisk oukt the Applicaions of prokd completion 9
% Recommendation Syskems (eq.,NetHx, AMaTon)
¥ Tonoog inpainting

| % collaboralive Gllening
¥ SenSov dakal ecovoy

| ) tohak oy Hae Mirkuove models  in UﬂSu?ew-igcé lecbminrﬂ OASeuss.
Midkove models assume dato. (s qenernked From mulbiple underlying
poballily diskbotions . Each data point belongs to a latent
closter with o Cetoin p0babitity (€91 Gavstian Mixtuve Models)

) what & an B ~dcove 1 How o Lse k.

| FA - Seove is the harmonic mean of  precision and. Recalt.
[h«wﬂlwd




veed when class imbalonce exisks. and both predision and ’Je{u\l
oYe impovkant .

F) Define O\Ki‘#ﬁ&ir\q and Uf\(ﬁﬂgikdng N
ouerlitng @ Model leowns Nowe, ?CTFoxms well on km‘min% hot

pooy on teok data

UNderkitking. todel 1s koo Simgle, perforns potrly on ek taining
and test data.

q) tahat i featuve Tepyedentakion teonning 9
Tt i the pwocess of Qutomakically leaoaniog utefol Feakures fom o,

dake indeod of manual fakuve engineeving (ﬁ-q.;embcddir\clg/

| deep leaning) .
|

) ém\;iée an Byample wheve Spote: models Can e applied q
‘ ¥ Text classificakion US"'.\.’\% qu-OFr'LOO‘idS.

‘ % LASSD vequession F

‘ X Recornmendakion S%Skems with Spowe Ley-ttem Molyices.

) what ove the Qha\\encics n hoﬁélincj 10T data
% High volume and welociy

X Noigy and incomplete date

X Real-tne pyocessing yequivemenks

K Secomby ond privacy issues.

1) what made Scikit - lecon very POPU\OW
communiky 9

K Simple and Cconsislent

& Rich colleckion of ™My od(jm‘\ng

f Bitellent docomentakion and Community Suppark:
ko m\cﬁclm’(\ ont willh NuwPy apg pandas

n HWE chhme leamn3

I



PART -8 L
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bE L\ﬂm‘c is the Nowve Bayes Alguithen and how does it work in
| Clossificakon taskr 8 pahat assumplions doea it make abook
- the datan '

- Inboduckon
Noive Bayes is o pioboliliske. Superviced \eayning algod the bated
on Bayes' Theeyem . TE 1S widely vsed fov classificakion tasks,
eSpecaally n ted dassfication, Spam detection, and Senliment Qﬂahisuf’
- Bayes' Theovem:!
Pl = PLNE) O] p(6)
- Wheve !

PLelxy . postevioy Wobqb\ 'C‘i of Class qiven ok
PO Prioy pvoloability of Class
L POXIOY: \ikelihood
| X)L eurdence

wow\«mci oF Naive Boyes
il- Caleotake prioy prokabifives foy each clags.
‘9_. compuke '\i\aekihood of Ceatnes quuen the Clasg
13 Agply the naive Mdegendence assompkion.
e Compolke poskevioy piobabilities fy all classes .
5 pstign the clost with waimym posterioy Pmbabi\ihi. | _
’ijpes Of taive %akica Clossifiexs - .
= Gaussian Naive Baye - conkinuous CCQh)’\’CA’ |
— Motkinomial noive %agt& kext and mo*r’d Counks
— Eemoulti roaiye Payer - bivony fatuies.



Aduantoqes
— Sinple and eady to implement

- toovks well with high- dimensional data,

> Fast balning and prediction

—  efeclve oy kext cloxificakion

Limikationg *

—> Independence assumpbion ¢ often univealickic

—> E0- brequenty Pvblem

— POt perfsmance when featuies ave Wighly Comelated

Acsomebions OF Naive Bayer
— feakuves ave Conditionally independent qiven the class

~ AW Ceotuves Contyibute equally and 'mdeper\denHtj
—  Data follows an assomed diskribulign .

Ap?\icah‘ong '
- Spam &\Wr\g |
- Cepkiment analysis

= Document clactiRcaktion
- Medical dimﬁnom‘g

—_— = = — -
A ——

—

: Exp\ain the Qasic Pincipals ok Sopvoﬁ veckoy Machines (Cutm) ond
how they wovk in Binawy  Clossifcation §

Takvoduction : |

Sopport \eetoy Machine (SuM) s o Sopowised learning alqerthm

Ued fix classification and “vequession - Tt gims ko find an optival
; Seyarvaking h\jg}ew\ane behween ¢lates




| S\“"\ finds the hyperplane that mmm\w the waxgine between
koo closges.
| Moriqin 15 the diskance beluocen the h\jPCY[chmc ond the reapeyt
data potnky (sv).
SUPPOYE  vee tovs !
* Dato. poinks closest to the hyperplane

-“he% detevmine the position and ovienkakion of the dCClSIOH bouné&mj

~Lineay qym

for lineaxly Sepasalle data
WY4b =0
Whee
W = wei%ht Vel oy
b - bias.
Obiective
minc /e g e

- Non-Lingay Sym and kewnel Tyick:
fox non-linearrly Sepasable dako. , Sum Uses Kevnal fonckions by
Mag dote inko h{clhe“( Aimensions .
Common  kevnals
lineoy
Polynomia),
Radiad asis Ronckion (ReE)
Sfamo'ié |

Sokt Margin and Requlovitakion 1
* nboduces Slack vaviables o allew misclasifiakion



% Regolonitalion pavametey ¢ conbrls frack-oft belueen mang in
and Classificakion |

Advankaqes

¥ Effeckve in hgh-dimensional Spaces

¥ Rows to ovevkitting

k works well with Small datagelt |
Dizadvantaqes

WF' Com?okakiof\a\h& experdive fuv longe datagely
¥ cholce of kevnel and pasameteys is Cakical
o ok ey intepre kable

Applications |

= Texk closifeation

= Trnaqe vecognition

- @ointoweakics

- face deteckion

N

| Desedbe K-Means Cluskering  Moorithen ond it Skeps How does the
Croice of \nidal Ceryoids tmpact the Convevqence of the k- Meng
algomthem 9

Tnboduckon |

K-Means 15 af unsupewised clustering algosthm tral ptitions a

dotaset oo K diskanck cluslers by MinimEng  inkya-cl
VO ance .

Ohieckve fonckion:
The qoal of k-Means 13 o minimiwe

uskey -

+~ B
DS e
=\ LEQ




wheve

Ci it Cluskey

i cenbyoid of cluskey

Skeps of Kk-Meang Rlgoithm:

X Choose the numbey of cluskes k
¥ Tnkdalite & cenbyoide Tandomly .

¥ Assign each data point to bhe Neavesk cenbioid
* Retoleulake cenbivids a8 the mean of assigned  Poinks

¥ Repeat steps 3 and 1y, kil cenbyoids Conue¥ge oY aStignmients g,
not
I 0 Chav\go.

| CoOnvevaence oF k-Meang !

K The algorithen  Convevges when cenbinids Stop Changing

¥ TE Qlwoys Cotvexges to o lacal

| %\(‘)ba\ My m |
J

| Trpack of Tnikiak centyoids -

% peoY iniHatitakion can lead bo
- Slow conveygenee
- Subopkomma) Cludeving
= bnphy Cluskers

X Oiffevent niltal Cenbaoids mnay produce ditkevent Ging) clostert

Minimom |, gk Necessanily o

Trpoved Tribialivokion Techniguex

X R-Means 4+ ¢ Chootes Inikal Centaoids ot ave fay apart .

¥ Molkigle Yandom Feskawts ko Qelect best ClU&ECXinﬁ_



Pdvcm‘caqa '

f simple and compotationally  efficient
¥ gcales well foy \C\‘Tq& daltasetr.
Limibakiong .

| % Sensitive to intHalizakien

i»\c Reguives Pre—Specifying ko
H" petonms pooly on \'\0\’\~Sph@f\‘cal cluskex.

|

£ [How does pea help in Yeducing the Oimensionaliby of a dataset
While Rekairing Tnfpwnakion §

Toboduckon

Principal Component Analysis(Pea) is o lineay dimensionality
Yeduckion kechnique that banskonms high - dimensional dala inky
| O lower- dimensional Space while preserving markimum VoWance.
Ohjeckive of pep

¥ Reduce dimensionality

¥ Remove Yedundangy

o Impyove Computalional efticiertey
X pyeSeye meettant  infswnalion.
skeps Touplved i PCp !

* Standardite  the dataget

X C@mQULf Conyarancte makviy.

lk Calewlate eiqenun\es and €iqen vec koy
*oqelect lop k- €igenvge lovt




¥ proiect daka onto the New featuve Space c
principal Components’
% Orthoqonal diveckions  Caphoning makimum Varante |

% fosk prndipal component Captuver highesk variance, Secand Caghures
next highesk, and <o on. -

vavance Retentlon

-k Giqenvelues “vepresent the omount oF Varance caphured

& Choose componenks that getain o desived pexcentaqe (¢q-,As9.)

' of total vavance..

- How PCA Retains Tnfoenakion

¥ By Preserving divecHons with miangmum Vaance
¥ Eliminates toise and coneloled Caatuven.
- Minienitey yeconsktuckion  evoy

| Advantoqges

X Reduces ovev fitting .

E ¥ Tmpoves Visualitakion-

X Speeds Up balining OF MU trodels.

i Limitations”

| £ loss of imke*{wekabi\ibj

¥ woros Oy on linear Yelakionships

lck Lensitive o feakusre Scaling
| Applications

% Tyf\&ie Compression -

¥ kace Yecoqoi kion




e nNotse yeducton

* Y
ko featuve  exbyockon |

Stakions Wwheve K-fold Cwss-Validabion would ‘e  preRiable
ovey o Simple byain- besk Splik

Y055 - validodon ¢

C3088 ~ Validobion 13 @ model evaluation Lechnigue Used ko atsey
how well a machine \eccsr\ir\g modél qenetolizes to unseen data
Trstead of vsing train-kest split, the dataset i¢ divided mbo
mulkigle  subtels, and khe model 1S baired and kesked molkiple
Honex .

The main gool of css-validation 18 o veduce OveY%'nﬁl use chta
| effidentty , and obkein a veliable eskimake of mode] Ptrpomn@,’

| k-fold coss-validation:
|

LT k-fold evoss ~validation, the datasel i divided into k-cqual-Sg

folds

I The model i tained on k-t folds

7 Tesked on the emaining \ fold

3 7This PU0CeM 1S yepeaked K Kmes, each fold acting as the kesk
Sek onee

L The fnal pefovmance 15 the aveage OF all k Yesolhs

cormmron yalies of K ave 50719

| SKps of k-fold cwoss - validakion:
I I shoffle the dotagel Tandernly.
. st the dolaset into K fo

|2 Train Hne todel on k-1 folds

.‘
1



¥ Hnol ootput is obtaired by majoriky voling oy aveiging
Key featuves | |

% Redutes Nasiance
¥ woks well with hia\v\m*dame Madels

1

¥ Blample @ Bagqed Detision Trees
Boosking :
X Model ove biained Seguentially

¥ Bach new model focutes tove on previouly Misdasi Fed
SQN\?\EA

* Samples axe weiqhted  diffevently |

key feaboer:

:l* Reduces bias and vavance

* Sersitive to noise “and outlies

k& Draenplest Ada®oosk , Gyadient Bossting, xggoosk
| Random fovenk

: Random foest 18 an exbension of baggin with add

onal Fandomnes:
ESRVINON bookkap Sampling '

¥ Ak each SpliE, Seteck o ~vandom Subsck OF feakuves

3@ Builds \\’\U\HPE delrsion byeon \ﬂdﬁPﬁﬂd(’_nH‘j
Key Feakuves!

ke Reduces  Comelabion ameng bees

¥ Topoves Oceviaty  and sobustnes
l f randles Ngh- diventional  daka. well,




=+

- volidake ik on the Xem&ininﬂ fold
5. Repeak fov all Folds
6 Compute the avevaqe accovaly levys),

Wy k-Fold Cooss- vahidabion is Betiey than Tain “Test Splik

C | Tain —test split _ i _E-Fo\e\ (0S8~ \JQ\idpon
¥ Uses doko only once LSes data eficiently
% Resulls depend on Split ¥ Move Stable yegglke

X H'\gh Novance £ Lowoey Vaxiance

¥ e Yeliable

Sitbalions wheve k-Told s ~Validodion ie pefevoble

K Move yeliable

I Small defesels - By date point i Impovkant
2+ Model comparison - faiv evaluakion of wulkiple radels

3 Hypesponarneley ’c\m‘ma - v%d with GndSeoych oY RandomSearch

b-Trbalanced datasels - Reducer boted evaluakion
5 High -varviance wodels (4~ Deaision Tyeec)

i€~ Resease and academic expevivnents .

Compaie omd Conkiosk. Rondorn fovest with g
boostng in lems  of theiv undetlying wechanisms,

Ensernble leasning: Enserble Methods combine Ulkiple

rodels ko fmpove  acwacy, skahifiky
| Booging {Gootskap Ragieqaking)

¥ pwltiple medets ave tained on Yandem bocskstiap samples
b vedes ave bained  independentiy

qinq angd

, onad qenevalizabion

- ——
-



Mathematical Tatuition

Spaysity 18 encouaged ~USng Yequlanitation technigues, egtgchngi
¥ L\ veqolonitakion { Lasse)

Obiective fonckion (example”, Min( Lo + 7 g {wih)
Techniguen vsed in Spave Modeling 1

I 1agso Reqwx\ior\ (L %ﬂgu\o&’i%&ﬁon)

2+ Clodkic ek (L)

3 Sporse PeA

b Compressed CensSing

5. Sposge Coding .

Significane 10 feakuie Qelecon

- Polomalic feature seleckion'— trielvent fatuies gek T weight
%+ Reduced Adimensionality — fewey Fakues Used

5 tnpoved  qenevalitation - \eb Oveyliting

U Moded inkspetability - eaiey ko Undexstand

5. Compo‘caﬁoﬂol C@ﬁﬁen%, fastey braining and Predickion

8- Yandies high - dimensional dake. (e-q, ke, qene daba)

Apoli cations!

k Texk ClassiFcakion (g - of -woveds )

¥ Tvoqe PCONIng

X Qioinformatics

Y Re omwendation Systemy




X ovex L‘hﬂﬂ Conkol

X Noie Rensitivity

Aspect Bagaing
¥ Tioining pavalied
ke Data SQW\?\“\% BQQ{QBQP
% Focos on Gress NO
¥ teakuve Rondomnes| (o

Low

Redues vaviang | Reduces bias

| Booshnq fondom st
_ Seguential pavalle) !
weighted Poook%mé ,
Ve NO
NO YEA
Redur varviang,
High low

[Explain the concepl oF Spare  modeling and Ik Significance n
fakowe  Seleckion.

Spase. Modeling :

Sparise tredeling is o wnc‘nme lecdining meoach i which H\e

Moded  is Lsaired \)Sing Oﬂ\\l O Sraalt Quisek Orr seant ?eakum
- while he Yernawning fakuves ae 0Signed HI0 O Near-Eevo weights

"ﬁ\t onain Vdea 16 that ot el feabuves contritaske egual ly to pPsedickion,

| ond Mary can e Safely iqrered Lithouk | loting Tenportan b NPyl

| Key Tdea:

- Given o \arge nomkey oF fnkuves, Spavse moadels

¥ Seleck only impovtant featuves

¥ Tapiove Oy peetability
 Reduce 6\163{1‘&((\3,



1] o) Bxplain the key chovackevistion oF Hime Sevier data.

Tione Qevien dotal Condisks oF okfevvalon Yecorded ovey Hwme ok
Tequla oY tevequlay intevuds . The Gidey oF dake. goinks 1S Cuutial.
Ken Crocvackevistion

L Tyend

long -texon 1ncveate of decvense in data

Exomple © Rising &mp@sokma ovey years .

12+ Seogonalily
Ke?taw\% pottevns ok fixed intevuals,
Emmp\et Rales im“saa%ir\ci c&umi Festhualy,
3 tycie Poktevm _
Hucuakion,  withpot Kxed  pevied
| Blample: Economic Cycley
R S‘(C\HO\’\Q'ﬁb&:
SkakiSkical paopevkies (rean , \egignce) emain Constank ewey ke
5 Avtoeosrelakon |

Oependenty  belween cupenk gng past Values.

|
E’l&m?\%t
¥ Stock prices
|
¥ \JL}(’_OH\Q'Y data

¥ Sergor "Geod{n%g.



) What ave the Challenges associaked  with modeling  Hme Seviey

doto Compoted o Stabic dalas
MOde\in Hme Sevien date i mcrc_'CM\enciin% Hhan Static date eause
Obsewakions ave tme -dependent and treiv ordey Canack be ignoved
The main challenges e explained helow:
|- Tervporal Dependonty ¢
T biene Sexies data, Curent obsevvakions c\(’.?erﬁS on post Values Tyodibs
—nal machine Yeaming modele  ossome \ndeperdent Somples , tohich
1S nob valid 64 bme  Sevten. !
2 Non-Stakdonenby |
Time Sevier dato often exhibits changing enean, Vaiente, oy Sendonadtty
ouEh Hwne . Many redels seqoie Stationadty , 3o PR PIOCUN
kechriquen ke difterencing O de biending aoe. eeded
5 Seosonality ond Twend Componenty |
The gresence of Seasonal paklarn and bends complicale modeling
oS thor pabien tusk e identificd and modeled Seponiakely 6y
aceoioke Fovelasking
L Mgt and Tyvequlay Dot !
Tiene Sexies dakasels Moy have migsing values, ivequlay bime intewale,
00 sentor failos, which afteck moded eliahility and eguire
Seeciol Ym\&\i(\g.

I - \
| 5001 ond aokliexs

Tine Sefies data is Often 10y due o Mensuvement eprye &

exewal dickistbances. ouliens can Sewerely affeck fye (aSking
| &CCU"(CN\C'j .




6 Long - Term  Dependencien - f

| captoing dependencies over long e horitons 15 dificult, especialy

foi boditiona) toode. Advanced models like t5TM and Gey o
ofen Teguived

F Umited Daka Avatlalility

prlike  Static dalatels, Hwe Sevier dala Cannot e easily augmented,

and Wstorical data oy be Vimiked, affecking modet pexkormane

g concept Dk
The URderlying data qenerakion paterm way Charge over time, Causmg

previoosly fearved pabioms - o become wnwalid

& evaluabion complexity

 Stondad ¥andom  tiain- kesk Splils Cannok be wed . Thme- awave.
yolidation kehnigues ot equived to avold data teakage.

10~ Computakional Complexby: .

| Time Seviex vodels Ofken Yeaguive extentive P peeSing and posameley
| kuding im“seas\’nﬁ omputaldonal otk

10

Tdenkify and aralye two Challenges Specific to implernenting
Closifgeakion methods foy oy application.

- Tatmduckion | | .

The Tatewnek of Things (To1) Consisks of o lavge numbey oF intevconney
€4 devices such as gensovs, ackutors, and Sark ohjecks bhak
Conldr\uous\\j qenesake dgjca.dqgg,@mgm mMethad p\aj a ovocal wole
Yot agphcabions like Srmavt healthaoere, Sravk cities, indushial
momhmﬂcj, and intiusion  deteckion. Howevey , implementing Clasitimbis
"OlaERe AN ToT eaninmenty gotes Sevesal challenges due ko




Sytkewn Constrains  ond dake. chavackevithics

i antue distusser kuoo rajoY dﬂ\\én%e))f

- ReSourte Conttiainks of Tot devicw
1ok quality, helewaenety , and Lealabili by

Challenge 1 ReSourte Constroinks o ToT Devices
1 Descxipdon:

| Mosk Tot device operake it limited Computational goury, Memoiy
| Stoeqe, ond haltewy Vike . Pduanced Classificakion clgurithes Soch @
deep Newra) nehworky, enseeble rhodels, and Kerrel - bagd mekhos
ave Compolakionolly inkentive and equive Riqriican enerdy
'Tm-pa& on Claciticotion Me bhadg

¥ conplex odels Ganot be depl

ﬁ

0qed diveckly en €dge devices,
* High \akr\cﬂ otwrs tf date 15 biansmiHed o Cbod Sewes

© Tnveaed  enevgy consomplion Yedoces device. Vifekime

¥ Real-time  tladibicalion becomes  difticolL .

Anolysis

% Ughtuxiget clofificabion Such > Nave ayen, Decision Wees
ond k-uw (with aall ¥y ave W&Qﬂ’mﬂ .

% Edge compoting 18 ed o proces dala Clotey o devies

¥ Model Compionon kethniques Suthax proning, gquankization , and
koowledge  diskillak{on help wedure woded e

¥ A tade-of sk be made bebuseen actagy | \aknsy, and
enevqy efkoenty |

Exomple

To weoable heatth monitoring Syskenoy, conbious €Ca & heavk-wak

Clatificakion must be pestonmed wiry erexgy - ebiicient tedels

ko avold Brequent bakew wepacemenk




Challenge 1 Data quolity Helengenaly . and Scalability !
Deseoipkion o
ToT envipneeents  genevake magtive volumes of dake fyom heleanqenensy
Sovites, Such ah kempevakove Sexnsors, Camevas, Mokion dekeclon , eind
Gps waedules. Thus dada s ofkn:

* Noisy

Lacomplete

unlobeled ov weakly \akeled

© Gerevaked ok diffevent Sarnpling ates

Trpack on classification Methods, |

X NOISy ond ™isting date teads ko incowrect Predickion

¥ feokuse  extiackion  eCormes Complet due to divexe dake Gmmg,ﬂQ
X class wabalance {S Conanaen
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